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Abstract: This paper introduces a novel approach for classifying multidimensional phys-
iological and clinical data using Synolitic Graph Neural Networks (SGNNs). SGNNs are
particularly good for addressing the challenges posed by high-dimensional datasets, par-
ticularly in healthcare, where traditional machine learning and Artificial Intelligence
methods often struggle to find global optima due to the “curse of dimensionality”. To
apply Geometric Deep Learning we propose a synolitic or ensemble graph representation
of the data, a universal method that transforms any multidimensional dataset into a net-

work, utilising only class labels from training data. The paper demonstrates the effective-
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ness of this approach through two classification tasks: synthetic and fMRI data from cog-
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results are compared with established machine learning algorithms. The findings high-
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light the robustness and interpretability of SGNNs in solving complex, high-dimensional
classification problems.
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The human body is a super-network. In the human brain alone, we have 86 billion
neurons, accompanied by a similar number of glial cells, all packed into a highly complex
multi-layered network structure [1]. Moreover, every organ also functions as a network,

leading to a new approach known as Network Physiology [2]. Fortunately, recent ad-
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to mention just a few. In all these cases, the datasets are highly multidimensional and often
serial, describing both the current state of a human body and its evolution over time, along
with the dependencies between parameters of these multidimensional data.

Recently, we have gained access to the power of Artificial Intelligence (Al) algo-
rithms, including Deep Neural Networks, Convolutional Neural Networks, Generative
Adversarial Networks, Autoencoders, and, of course, Transformers, along with ChatGPT
and similar algorithms from other providers. However, when it comes to patient-related
data, even with the full capabilities of Al, we struggle to find the global optimum in opti-
misation tasks due to the “curse of dimensionality” resulting from the very high dimen-
sionality of the data. In clinical practice and healthcare, obtaining a sufficient amount of
data is challenging due to its high cost and organisational issues. Consequently, in the
complex landscape of high-dimensional parameter spaces, the application of Al algo-
rithms may lead to finding local optima instead of global ones, which can also be unstable
as more data become available.

To address this problem, we observe the emergence of algorithms that lie at the in-
tersection of Al and classical mathematics. In particular, algorithms using the internal
structure of the data, ranging from manifold learning to Graph Neural Networks, have
been developed and classified under the broader category of Geometric Deep Learning
(GDL) [3]. There is a significant potential in utilising the internal structure of the data in
order to overcome the curse of dimensionality and optimise the search for solutions or
information processing. Notable advances in the application of GDL and, particularly, its
subclass, Graph Neural Networks (GNNs) have been observed. GNNs are specialised Al
algorithms, designed to work with data that can be represented in the form of a network
or, mathematically, a graph. These algorithms are especially effective for processing data
represented in the form of a graph because they utilise the structure of this graph in the
architecture of the learning model. Various architectures of GNNs, including Message
Passing Neural Networks [4], Graph Neural Networks with Attention [5], and its simpli-
fication, Convolutional Graph Networks [6], have been employed in multiple applications
[7], demonstrating remarkable abilities to detect hidden topological changes and interde-
pendencies in multi-dimensional parameter space. To achieve this, Deep Learning algo-
rithms utilise the internal network structure of the data. However, the challenge remains:
how can we embed multi-dimensional data into a graph representation, if a priori no links
are known? Several approaches have been used, such as graphs of functional connectivity
[8], correlation graphs [9] or the identification of correlation network markers using inter-
nal structure of nodes [10]. A more universal approach has been developed by us with
synolitic or ensemble graphs, named after the Greek word “o0voAo” standing for “en-
semble” [11]. These graphs can accommodate any kind of multi-dimensional data, relying
solely on class labels in the training dataset [12-15].

Network-based approaches have become increasingly popular in the fields of biology
and medicine, particularly in the emerging discipline of Network Physiology. This field
seeks to understand how physiological systems interact as networks of networks, reveal-
ing dynamic interdependencies across different organ systems. Pioneering works such as
those by Bashan et al. [16] and Ivanov et al. [17,18] have demonstrated how network to-
pology can provide insights into physiological function, health and disease states. For in-
stance, the mapping of dynamic interactions between networks of physiological systems
has provided critical knowledge about homeostasis, resilience and systemic coordination
in the human body. Inspired by these advances, we propose Synolitical Graph Neural
Networks (SGNNs) as a novel approach to analysing multidimensional physiological
data. Unlike conventional methods, SGNNs construct ensemble graphs based solely on
class labels, offering a universal and interpretable framework for studying complex phys-
iological interactions. This method aligns closely with the goals of Network Physiology,
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as it emphasises relationships within high-dimensional data and leverages graph-based
representations to capture latent interactions that might otherwise remain obscured. The
ability of SGNNs to generalise across diverse datasets positions this methodology as a
promising tool for investigating dynamic physiological networks and their implications
for health and disease.

In this paper we show how a synolitic network representation can be coupled with
Graph Neural Network analysis to classify multi-dimensional data, and we illustrate this
approach by two examples of classification task solutions, to classify specially designed
synthetic data fMRI data collected during a cognitive task. The paper is structured as fol-
lows. First, we describe the data and methodology, two different algorithms to apply a
synolitic network approach and the architecture of the Convolutional Graph Neural Net-
work applied (CGNN). These two methods are combined together to organise Synolitic
Graph Neural Networks (SGNNs). Then we present the results of the classification, com-
paring it with more established machine learning algorithms and summarise the results
in a Discussion chapter. Finally, we highlight why this approach excels in ensuring result
interpretability and offers a notably robust methodology.

2. Material and Methods

Synthetic Data (as generated in [11]). We have chosen spherical boundaries for two
classes to make classification difficult for traditional ML methods. For all modelled
spheres, we considered a variety of configurations, including different dimensions (2, 3,
10, 30, 60, 90, 120, 150), as well as varying sample sizes for the Cases and Controls. Specif-
ically, we used the following sample counts: for Cases in the training set, we considered
15, 65, 115, 165, 215 and 265 samples; for Controls in the training set, we used the same
counts. The number of Case and Control samples for the test set were calculated as 25%
of their corresponding training counts. The data include the following datasets:

Ideal Spheres Model. In the ideal spheres model, the data are represented within the
bounds of an N-dimensional sphere with a radius of 1. Each sample corresponds to a vec-
tor that describes its position in space. Controls are defined as points with a radius be-
tween 0.01 and 0.5, while Cases are represented by points with a radius from 0.5 to 1.

Noisy Spheres Model. To create the noisy spheres model, we introduced 50 noise
variables to each ideal sphere. Each sample now consists of its original coordinates, along
with these additional random variables. The noise variables are drawn from a uniform
distribution within the range of -1 to 1, which simulates real-world data imperfections
and variability.

Broken Spheres Model. In the broken spheres model, we modified the ideal sphere
by retaining only half of the original variables, while replacing the other half with random
values. Each sample is thus represented by a combination of the retained coordinates and
new random variables, again sourced from a uniform distribution between -1 and 1. This
approach allows us to examine how the absence of key parameters impacts model perfor-
mance and classification efficacy.

fMRI data from cognitive experiment. The method was tested on the research data
[19], where fMRI data were recorded while subjects viewed images of objects (observation
experiment) or imagined objects with their eyes closed (imagination experiment). In the
observation experiment, 1200 images from 150 object categories were used (8 images per
category). Each image was shown to the subject once. Each subject underwent 24 fMRI
scanning cycles. All images were taken from ImageNet (http://www.image-net.org, Fall
2011 release), a large-scale image database. During the observation experiment, subjects
performed the task of recalling the images in reverse order (5 attempts per cycle), with 55
images displayed per cycle. In the imagination experiment, subjects were asked to visually
imagine a sequence of 25 objects. Each object belonged to one of 50 categories. Each subject
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underwent 20 fMRI scanning cycles. The original voxel size in the fMRI data was 3 x 3 x 3
mm?. To reduce computational costs and smooth individual brain structure differences,
the fMRI data resolution was reduced to 10 x 10 x 10 mm?.

Synolitic representation. We have utilised two approaches to represent the data in
the form of a synolitic graph (5G), solely based on its labelling. The first one is more ap-
propriate for unstructured high-dimensional data and the second one for imaging data. A
synolitic network is a network where both groups contribute to defining normal and ab-
normal states. An application of the first approach to construct an SG works as follows. In
the feature space formed by any two dimensions, a radial SVM is employed to establish
the optimal boundary that separates the classes (see Figure 1). It is important that instead
of a radial SVM kernel, any ML algorithm can be used to find a boundary between two
classes on the plane of two features. Consequently, each point in this model is assigned a
probability value indicating its likelihood of belonging to each class. For every new sam-
ple, the edge weight is calculated based on the probability of it being part of the Cases
group.

For imaging data, an SG can be constructed as follows. Each node in the graph rep-
resents a voxel from the fMRI data. The edges and their weights represent the relation-
ships between voxels. Based on the array a, we construct a graph g = (V,E,R, W), where

o V ={v;}; is the set of vertices;

e E ={e;};j is the set of undirected edges;
e R ={n}; is the set of node values;

e W ={wy};; is the set of edge weights.

Each node v; corresponds to voxel i, and the edge e;; represents a connection be-
tween voxels i and j. The value 7; is assigned to node v;, and the weight w;; is as-
signed to edge e;;. Each voxel i corresponds to a time series with multiple values. To
assign a value 1; to each node, we use a statistical function T that transforms the time
series of voxel i into a single scalar value. This allows us to introduce a new 3D array
a’ = T(a), where for all x,y,z

agyz = T(axyz)-

The values of the array a” are used as the values of the vertices R. The specific
choice of the statistic T, such as the mean of the time series or the difference between
specific quantiles, depends on the performance of the method during testing.

Since edge weights represent the relationships between voxels in different brain ac-
tivity modes, calculating these weights W is a critical task. We define the weight w;; of
an edge between two voxels as

wij=P(o=1|r1)-P(o=1|rm7) (1)

In other words, the weight w;; is the difference between the probabilities of two
brain activity modes (mode Il and mode I), given the values of the incident vertices 7; and
7;. These edge weights w;; can take values from -1 to 1.

e If w;; <0, the edge e;; indicates that brain mode I is more likely;
e If w;; > 0, the edge suggests that brain mode II is more likely.

The larger the absolute value |w;;|, the more informative the edge is for classification.

Conversely, when |wi ;|- is close to zero, the edge carries little information. In practice, to
compute these probabilities, we use probabilistic classifiers
Cuj: {o| (ry, 1) (" rj")}n, {03} = [0,1], trained on the available dataset. Formula (1)

can then be rewritten as

wij = Cyj(o = 1| (1u,717), {(tin 17 )} {0ndn ) — Cuij (o = 1| (r 1) {(Tins T ) Jows {03 ) (2)
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Thus, for each edge e;;, a unique probabilistic classifier Cy;; is trained to compute
the weights W. As classifiers {Cj;};;f or calculating the edge weights W, probabilistic
classifiers from the scikit-learn library were used [20]. They are based on the support vec-
tor machine method with a radial basis function kernel and standard parameters for this

method.

Having determined the method for calculating node values R and edge weights W,

we now describe the graph topology. Typically, synolitic networks are represented as

complete graphs, allowing for interactions between all elements. However, fMRI data of-

ten involve too many vertices for this approach to be computationally feasible. Construct-

ing a complete graph leads to a vast number of edges, requiring significant computational
resources. For example, with fMRI data at a resolution of 100 x 100 x 100 voxels, a complete
graph would contain 1,000,000 vertices and approximately 500 billion edges. Moreover,
for each edge e;;, a classifier C};; would need to be trained, significantly increasing com-

putational demands.
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Figure 1. Representation of high-dimensional data as synolitic, or ensemble, graph. (a) For all pairs

of the parameters (here we demonstrate just two analytes — AHSG and A2M.PZP), we plot two clas-

ses, red and green. (b) Using a machine learning kernel (here, radial SVM), we construct a non-linear

boundary between the two classes. This boundary is used to compute the probability that a sample

belongs to the red class at any point on the plane formed by the two analytes. This probability serves
as the weight of the edge connecting analytes 1 (AHSG) and 2 (A2M.PZP). (c) The synolitic graph is

constructed where features (analytes) form the nodes, and the edge weights are derived from pair-

wise classifiers’” probabilities of belonging to one of the classes. All features are connected by pair-

wise classifiers, and the graph’s topology depends solely on class labelling. Edges can be filtered

using a threshold to binarise the connections.

Instead of a complete graph, we propose constructing a grid graph, where edges con-
nect only neighbouring voxels. Two voxels are considered neighbours if they share a face,

edge or corner. Specifically, an internal voxel ((x, y, z) is connected to the voxels in the set:

{K,y,2)x e{x—1,xx+1},y €e{y—1,y,y+1},z €{z—1,2z+ 1}, .y, z") # (xy,2) }.

With this topology, the computational complexity is reduced from 0(n?) to 0(n),
where n is the number of voxels. Since fMRI scans include data from areas surrounding
the brain, we remove edges that are incident to vertices with values below a threshold 7.
These edges do not carry useful information for classification, as they correspond to voxels
outside the brain. We also remove edges whose absolute weight is below a threshold w.
Edges with |[w| ~ 0 may arise in two scenarios: (1) they are associated with inactive
voxels, or (2) they connect voxels that are equally involved in both brain activity modes,

rendering the edges uninformative for classification. As a result, edges in the set

{ei]-:ri <r | r]~ <r | |W1]| < W}l]



Technologies 2025, 13, 13

6 of 14

Input Graph

GCNConv

Concat

GCNConv

Concat

GCNConv

Global mean
Pooling

Batch Nom |

Fully connected

C)

are removed from the graph g. The parameter r is chosen based on the fMRI machine’s
voxel values for areas outside the brain, typically a small positive number near zero. The
parameter w determines the significance of the remaining edges in the graph. The larger
the w, the more edges will be pruned. As a result, each internal voxel retains no more
than 26 neighbouring voxels, and the degree of each node in the graph is limited to 26.

Graph Neural Network. For the classification of graphs obtained at the previous
stage, a simple Graph Neural Network was used, with the architecture shown in Figure
2, left. The graph to be classified was fed into a graph convolutional layer [5], followed by
the ReLU non-linearity [21]. After the non-linearity, Batch Normalisation [22] and Drop-
Out [23] layers were applied to prevent the overfitting of the neural network. Then, “skip
connections” [24] were used, where the output of the convolutional layer after the non-
linearity was connected to the input data of the layer. Similarly, two more convolutional
layers were applied. As a result, node embeddings were obtained, taking into account the
influence of neighbouring vertices of the graph. To transition from node embeddings to
an embedding of the entire graph, Global Max Pooling [25,26] was used. Next, after an-
other Batch Normalisation layer, the data were fed into a fully connected layer, after which
class membership coefficients were calculated using a sigmoid function. Cross-entropy
was used as the loss function.
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Figure 2. (a) Architecture of the Convolutional Graph Neural Network. Here “GCNConv” stands
for Graph Convolution Network convolution operation and “Concat” for concatenation, i.e., when
the feature of a node is concatenated with features from other layers. (b—d) Comparison of SGNN
classification performance against traditional methods for different synthetic datasets: (b) ideal
spheres, (c) broken spheres and (d) noisy spheres. The vertical axis represents the number of features
used in the analysis. The horizontal axis represents the difference in AUC (Area Under the Curve)
for the classification ROC (Receiver Operating Characteristic) curves between the SGNN classifiers
and traditional ones. Colour bars (green, red or grey) shows the confidence interval for the mean
difference. Green bars indicate scenarios where SGNNs outperformed traditional methods with sta-
tistically significant differences (two-sided paired Wilcoxon signed rank test). Grey bars represent
no significant difference, while red bars indicate cases where the traditional ML model performed
significantly better than SGNNs. The hollow circles shows individual differences. The models com-
pared are (from top to bottom in each subfigure): xgbTree, neural network (nnet) and generalised
linear model (glmnet). The superior performance of SGNNs in (b—d) can be attributed to their ability
to effectively capture relationships between analytes in high-dimensional data, unlike traditional
methods that often struggle with this task.

3. Results

We compare the SGNN approach with other traditional ML models by applying it to
the synthetically generated data chosen. We consider three ML models (xgbTree, nnet,
glmnet) from the caret package in R. We chose them because the principles of their train-
ing are based on different static principles and they all produce a selection of features. We
train the model with function train (caret package R) using scaling and centring for data
preprocessing; with a selection of hyperparameters that are set by default; and using
cross-validation (number of folds is 5). A comparison of SGNN and more traditional ML
classification methods applied to synolitic graphs is shown in Figure 2, right, and it shows
that SGNN works better in almost all cases. Taking account of the fact that we have shown
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that synolitic network classification works better than the direct application of these ML
techniques in [11], we can conclude that SGNN provides the best classification results in
comparison to classification based on synolitic graphs or the xgbTree, nnet or glmnet al-
gorithms.

For the classification of fMRI data from a cognitive experiment [19] (see Figure 3a), a
method for representing fMRI data in the form of synolitic graphs with further classifica-
tion with GNNs was implemented and tested (Figure 3b). In fact, within this experiment,
two modes can be distinguished in which the brain of the subject functions. The first mode
occurs when the subject is sequentially shown 55 blocks, 50 of which are different images,
and 5 repeat the previous image. If the subject sees a repeated image, they must press a
button. In the second mode, the subject’s brain is active when they are asked to sequen-
tially imagine 25 objects. After imagining each object, the subject is asked to rate the clarity
of the image they imagined on a five-point scale by pressing the corresponding buttons.
In this work, we assessed the effectiveness of our method for classifying the two brain
modes using fMRI: during the observation experiment and the imagination experiment.

Five subjects participated in the data collection, each undergoing 44 fMRI scans in
both modes on different days, with 24 scans in the visual perception mode and 20 in the
imagination mode. The sequences of images and objects for the same subject varied. The
sample was divided, so that 30% of each mode’s data for each individual was placed in
the test set and 70% in the training set. The division into test and training parts was per-
formed as follows: the seen were split as 17 training and 7 test images, the imagined were
split as 14 training and 6 test images. A feature of the data is that they were obtained for
five subjects, and for each of them, the data were split into test and training sets. This
approach does not allow us to claim that the method’s effectiveness was tested on inde-
pendent data.

However, it allows us to check whether it is possible to predict the behaviour of the
person on whom the method was trained. SGNNs have shown 100% accuracy in distin-
guishing between the two regimes, better than the accuracy achieved only with synolitic
graphs and an analysis of graph parameters. Note that while we acknowledge that cross-
validation could further improve the evaluation, in the current review of the analysis, we
leveraged the fact that we initially calculated the edges for all voxels. This approach, in
effect, averages the model performance over the voxel space, which provides a form of
generalisation that we believe compensates, to some extent, for the lack of traditional
cross-validation.

The 3D CNN network is also known to be suitable for analysing fMRI data (see e.g.,
[27], hence, it would be interesting to discuss SGNNs vs. 3D CNNs. SGNNs offer several
advantages, including transforming data into a graph structure that reduces dimension-
ality and focuses on key relationships within the dataset. This is particularly beneficial for
fMRI data, which often contains noisy or irrelevant features. The graph is also class-
driven, enhancing class separability, and provides interpretability through insights into
the data’s structure, such as community patterns and node importance. These character-
istics make SGNNs valuable in healthcare contexts, where understanding the model’s de-
cisions is crucial. On the other hand, 3D CNNs directly operate on raw fMRI data, bypass-
ing the need for graph construction and simplifying the workflow. They have demon-
strated high accuracy in tasks like schizophrenia detection due to their ability to learn
hierarchical features from spatially structured data.

However, there are trade-offs between the two approaches. SGNNs are more gener-
alisable across various high-dimensional datasets, making them suitable for diverse ap-
plications. In contrast, 3D CNNs excel with spatially structured data but may not perform
as well with high-dimensional features that lack spatial organisation. Additionally,
SGNNSs inherently perform feature selection through the graph construction process,



Technologies 2025, 13, 13

9 of 14

while 3D CNNs rely on raw data that may require extra preprocessing to achieve a similar
interpretability. It is also worth noting that SGNNs and 3D CNNs can complement each
other. For example, 3D CNNs can be used to preprocess fMRI data by identifying mean-
ingful spatial features, which can then be incorporated into a graph-based framework,
combining the strengths of both methods. In conclusion, while 3D CNNSs are effective for
specific tasks like schizophrenia classification, SGNNs provide a more adaptable and in-
terpretable framework for analysing a variety of high-dimensional datasets. The choice
between SGNNs and 3D CNNs depends on the goals of the analysis, whether the focus is
on achieving a high accuracy with spatially structured data or deriving generalisable in-
sights and interpretability across different types of data.

It is worthwhile also to discuss the relevance of previous GNN models like
BrainGNN in fMRI data abalysis [28]. BrainGNN relies on functional networks from pre-
defined regions of interest (ROIs), which are represented as nodes with edges based on
their functional connectivity. This approach is specialised for fMRI data but requires prior
knowledge of the ROIs functional connectivity. In contrast, SGNNs construct graphs di-
rectly from the dataset, guided by class labels, making them more flexible and generalisa-
ble to various domains beyond fMRI, though without relying on spatial-functional priors.
While BrainGNN provides interpretability by identifying important ROIs or connections,
SGNNs offer a broader interpretability through graph properties, such as community
structures and key nodes, applicable to various datasets. In terms of predictive perfor-
mance, BrainGNN excels with fMRI data’s network structure, but SGNNSs achieve com-
petitive results by transforming high-dimensional data into graph representations, reduc-
ing overfitting risks. BrainGNN is specifically designed for fMRI data, while SGNNs are
domain-agnostic and can handle various types of high-dimensional datasets. SGNNs’
generalisability makes them suitable for situations where predefined network structures
are unavailable, but they may be less specialised for domain-specific tasks like ROI-based
analysis. However, SGNNs and BrainGNN complement each other. BrainGNN is more
suited for tasks with domain-specific knowledge, while SGNNs offer a versatile frame-
work for diverse datasets. The choice between them depends on the application and the
available prior knowledge. SGNNs are an excellent alternative when functional connec-
tivity information is limited or when a more general approach is needed.
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Figure 3. (a) A scheme of the cognitive experiment, a comparison of the seen object and imagined

object. Right up: during the experiment, serial fMRI data have been recorded. (b) An fMRI image
has been represented as a synolitic graph and then classified either by traditional ML methods or

Convolutional Graph Neural Network.

4. Discussion

The integration of synolitic graph representation with Graph Neural Networks
(GNNSs) in the form of SGNNSs offers a promising framework for addressing complex chal-
lenges in the analysis of multidimensional data. By leveraging the strengths of both meth-
odologies, we can enhance our understanding and processing of data structures that are
often intricate and high-dimensional. One of the most significant advantages of employ-
ing a synolitic graph representation lies in its applicability to any form of multidimen-
sional data. More traditional data representation methods often struggle with the high-
dimensional space of parameters, leading to issues such as the curse of dimensionality
and machine learning overfitting. In contrast, Deep Geometric Learning and GNNs cap-
ture the intrinsic and difficult to detect relationships and structures within the data, al-
lowing for a more coherent representation and analysis. This capability is particularly
beneficial when working with datasets that do not conform to linear relationships or
where features are interdependent. By using a synolitic graph-based approach we enable
Deep Geometric Learning (DGL) for any kind of data, reconstructing the topological prop-
erties of the data solely from its labelling and assignment to different classification out-
puts.

Synolitic graph representation is, in fact, an ensemble of independent pairwise clas-
sifiers, building, however, a connected graph. The combination of ensemble learning with
the advantages of DGL enhances the robustness of our models. Ensemble learning, aggre-
gating the predictions from multiple classifiers, can significantly reduce variance and im-
prove performance, especially in high-dimensional settings. When integrated with GNNs,
this approach enables the models to learn diverse representations and capture various
aspects of the data structure. The GDL further enriches this combination by allowing the
model to learn from geometric properties of the data. An essential feature of our approach
is its ability to exploit the internal, often hidden, structure of the data, relying solely on
assignments to different classes. This method allows for a more detailed understanding
of the data, as it is focused on relationships and interactions between classes rather than
focusing solely on individual features. Furthermore, GNNs can effectively propagate in-
formation through the graph, leading to improved classification and clustering outcomes.
This class-based assignment strategy not only streamlines the learning process but also
helps the model discern subtle patterns that may be overlooked by traditional machine
learning methods.

The synolitic graph representation of multidimensional data goes beyond merely
transforming datasets into networks; it uncovers hidden relationships and structures that
are often not visible in the original feature space. By examining the characteristics of these
networks, we can gain valuable insights into the data’s underlying structure and
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understand how Synolitical Graph Neural Networks (SGNNSs) utilise these structures for
classification. One key aspect of this interpretability is the emergence of community-like
structures during the transformation process. These communities represent clusters of
data points with a high similarity, indicating cohesion within a class or separation be-
tween classes, which can significantly impact the classification accuracy of SGNNSs. In our
experiments with both synthetic and fMRI data, the presence of high-modularity commu-
nities might be linked to better class separability and a more robust SGNN performance.
Another important factor is the identification of key nodes in the network. Nodes with
high-degree or high-betweenness centrality often play critical roles. High-degree nodes
act as hubs that consolidate connections within a class, thereby strengthening intra-class
relationships, while high-betweenness nodes tend to lie at decision boundaries, helping
to delineate class boundaries. These nodes exert a disproportionate influence over the
learning process, affecting how feature embeddings are learned and propagated during
graph convolution. The heterogeneity of the network structure, defined by the distribu-
tion of node degrees and edge weights, reflects the dataset’s complexity. Dense sub-net-
works or highly connected hubs correspond to stable intra-class patterns, while sparsely
connected regions may highlight outliers or transitional points between classes. SGNNs
take advantage of this heterogeneity by focusing on the most informative regions of the
network for classification.

By structuring the data in a graph format, we reduce the noise inherent in high-di-
mensional datasets, enabling the model to focus on the most relevant features. The graph-
based representation allows for effective regularisation techniques that can combat over-
fitting by promoting smoothness and coherence with the learned representations. The hi-
erarchical nature of GNNs permits multi-scale learning, where information is aggregated
from various layers of the graph. This mechanism provides a natural way to deal with
high-dimensional data by focusing on meaningful relationships rather than individual di-
mensions. As a result, we observe improved performance across a range of classification
tasks, while maintaining interpretability due to the graph representation of the high-di-
mensional data. The combination of synolitic graph representation with Graph Neural
Networks offers a versatile and powerful approach for analysing multidimensional data
and its classification. Combining ensemble learning and Deep Geometric Learning effec-
tively addresses the challenges of overfitting, the identification of the data’s internal struc-
ture and the curse of dimensionality, providing us with an effective solution for a wide
array of applications. Future research should focus on further exploring the implications
of this approach in various domains, enhancing its applicability and efficiency and con-
tinuing to refine the integration of these methodologies to unlock their full potential.

Graph Neural Networks (GNNs) offer distinct advantages for explainability and in-
terpretability, using white [20,29] or black [30-32] box methods. GNNs and SGNNs rep-
resent data through entities (nodes) and relationships (edges), which correspond to high-
level concepts or knowledge items, making them easier to interpret compared to other
models like convolutional neural networks (CNNSs) that rely on pixel-level data or latent
space vectors. This entity-based representation simplifies understanding for humans, as
it reflects familiar structures found in real-world systems like social or molecular net-
works. Additionally, the possibility of including attention mechanisms, particularly in
Graph Attention Networks (GATs), can enhance interpretability by assigning weights to
different node embeddings. These weights indicate which nodes or edges are most im-
portant for a particular prediction, allowing users to focus on the most relevant features.
This attention-driven interpretability is especially valuable in tasks where understanding
how different parts of the graph influence the outcome is critical. Localised explanations
also play a key role in the interpretability of SGNNs [33-36]. SGNNs are particularly
suited for explaining node-level predictions, which is important for providing instance-
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specific explanations. These localised interpretations enable a clearer understanding of
individual decisions rather than requiring explanations at the whole-graph level. These
characteristics make SGNNs particularly well suited for explainability and interpretabil-
ity, especially when working with structured data like social networks, biological data or
molecules

SGNNSss exhibit robust characteristics against adversarial attacks for several key rea-
sons [33-36]. First, SGNNs operate in highly structured data environments, such as
graphs, where perturbations are not as straightforward as in other data domains like im-
ages or text. The complexity of the graph structure and the interdependence between
nodes (due to message-passing mechanisms) makes it harder for adversarial changes to
propagate through the network and distort predictions effectively. Adversarial attacks on
SGNNSs typically involve discrete changes, like adding or removing edges or altering node
attributes, which require more sophisticated and targeted perturbation strategies. Moreo-
ver, SGNNs naturally aggregate information from neighbouring nodes, which means that
small, localised changes to a graph (e.g., perturbing a few nodes or edges) may not have
a substantial impact on the overall prediction. The robustness of SGNNs also stems from
the fact that perturbations affecting one part of the graph may be mitigated by the net-
work’s ability to pool information from other, unperturbed parts of the graph, leading to
more stable predictions.

The findings in this paper demonstrate the effectiveness of SGNNs for analysing
high-dimensional physiological data, offering a strong classification performance and in-
terpretability. These features make SGNNs particularly valuable in Network Physiology,
where understanding interactions between physiological systems is crucial. SGNNs could
be used to analyse dynamic organ system interactions under various physiological or
pathological conditions. By transforming time-series data into graph representations,
SGNNs capture interdependencies that align with the concept of mapping the “human
physiolome”, as described by [3,18]. They also have potential for disease diagnostics and
monitoring, as disruptions in network topology are linked to pathological states. SGNNs
provide a scalable way to detect these disruptions across diverse datasets, which could
aid in the early diagnosis or monitoring of conditions such as cardiovascular disease, sleep
disorders or neurological issues. Unlike traditional static network approaches, SGNNs
can incorporate temporal changes in physiological interactions, aligning with the need for
a dynamic network analysis to study how systems adapt to stress, exercise or disease.
Additionally, SGNNs could contribute to personalised medicine by identifying individ-
ual-specific physiological patterns and deviations, helping tailor interventions based on
unique network topologies. While this work highlights SGNNs’ potential, future research
should test their application in Network Physiology, comparing SGNN-derived networks
with established physiological networks to validate their relevance. Integrating SGNNs
with temporal graph architectures could further improve their ability to capture dynamic
physiological interactions. We hope this work inspires future applications in understand-
ing the complex interplay of physiological systems and advancing network-based medical
diagnostics and therapeutics.
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